
A COMPUTER VISION FRAME WORK FOR TRACKING & 
DETECT VEHICLES FROM ROAD SURVEILLANCE VIDEO 

Vinod Kumar Yadav1, Dr. Pritaj Yadav2 and Dr. Shailja Sharma3 
1 Research Scholar, Computer Science & Engineering Department, RNTU, Bhopal, M.P., India 

2 Associate Professor, Computer Science & Engineering Department, RNTU, Bhopal, M.P., India 
3Professor, Computer Science & Engineering Department, RNTU, Bhopal, M.P., India 

 
                                                                                                                                                                                           
Abstract: Use a deep learning-based computer vision method for vehicle detection and tracking, plays an integral 
role in intelligent transportation systems and traffic accident detection. Road Vehicle detection, recognition, and 
counting are an important part of road traffic monitoring and surveillance. Designing a road monitoring model 
with good performance is very complex. Traditional vehicle detection capabilities based on artificial intelligence 
algorithms have poor detection capabilities and robustness. This paper proposes an extended efficient single stage 
detection technique that is based on the YOLO to perform vehicle detection and multi-object tracking methods for 
tracking and counting vehicles that are based on a computer vision approach. The proposed deep learning model 
takes a moving vehicle's video, proposed detection technique vehicles detect and create a unique id for each of the 
initial detection after then tracking each of the vehicles as they move around frames in a given video, maintaining 
the id assignment. The proposed detection algorithm has great adaptability when viewed under a variety of 
conditions, such as heavy traffic, night environment, multiple vehicles overlapping, and part of a vehicle missing. 
Experimental results show that the algorithm can accurately detect and recognize vehicles according to their edge 
contours. 
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1. INTRODUCTION 
 
In recent years, the number of vehicles has risen on the roads, and the traffic density has increased on the current 
roads, which is also caused by the frequent incidence of road traffic accidents. In order to ensure the safety of 
peoples' lives and property, the basic principle of vehicle detection, recognition, and tracking is proposed. [1]. It is a 
very significant and challenging task to detect, identify and track moving vehicles via video, real-time monitoring, 
and other data. For various complex situations in traffic monitoring on different roads and driving conditions, real-
time monitoring of vehicles is very important and challenging [2]. The difficulty of this task lies in the accurate 
positioning and recognition of all vehicles in complex scenes and vehicle segmentation and tracking. When the road 
surveillance camera captures photos of the front and rear of the vehicle, it is sometimes unable to accurately give 
whether the front or rear of the vehicle is captured. When two vehicles pass by at the same time, the captured 
picture includes the head of one vehicle and the tail of another vehicle [3]. When the head and tail cannot be 
distinguished, it is generally based on the conventional left-in-right-out principle or user-defined rules to distinguish 
the license plate number of the head or tail that needs to be recognized at present [4]. However, the system cannot 
distinguish between the head and tail, causing more false positives. In the previous work, we used the convolution 
neural network method to directly identify the head and tail of extracted vehicles in the monitoring image. The 
recognition rate is not ideal, so the work of this paper is to solve or partially solve the problem that the recognition 
accuracy of the head and tail is not high [5]. To solve these problems, a convolution neural network method based 
on an extended efficient single stage yolov5 technique is proposed to detect the vehicles in the video. This work is 
conducive to the identification of the front and rear of the vehicle in the later stage. After the vehicle is detected, 
they track each of the vehicles as they move around frames in a given video, maintaining the id assignment. In 
tracking an element-based object, it extracts the features of the object from a single frame and compares the 
appearance information with consecutive frames based on the similarity scale. Easy Online and Real-Time 
Tracking with the Deep Association (Deep-SORT) metric makes it possible to track multiple items by combining 
appearance details with its tracking components [6]. 
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2. LITERATURE SURVEY 
 

Before than 2014, the main detection methods are the background difference method [7], the Inter-frame difference 
method [8], and the optical flow method [9]. After extensive use of deep learning methods, the YOLO algorithm 
proposed by Redmon et al. in 2015 he takes the whole image as the input of the network and directly obtains the 
output of the bounding box and detection result [10]. This method can detect 45 frames per second, which is faster 
than other algorithms. The YOLO algorithm no longer moves the window, but divides the original image directly 
into small non-conforming squares and then deforms and creates a map of objects of that size. Based on the above 
analysis it can be concluded that each element of the feature map is also a small square corresponding to the 
original image [11]. Each element can then be used to predict the target of those central points in the small square. 
There are three main improvements in YOLOv2 compared to YOLOv1: batch normalization; Refine the 
classification model using high-resolution images; Using an a priori box YOLO2 started using K-means clustering 
to obtain a priori box dimensions, and YOLO3 continues this method by setting three priority fields for each down 
sampling scale, resulting in a total of nine a priori sizes the box is clustered. The main improvements of YOLO3 
are: modification of the network structure; Multilevel function is used for object detection [12]. Object 
classification replaces soft-max with Logistic classification [13]. The top-down PAN feature fusion method was 
first proposed in the YOLOv4 [14] paper. A model with most parameters in YOLOv5 uses the Focus module before 
inserting the image tensor into the backbone Sew. Focus - Subnetwork Sampling; SPP: function fusion; PAN: 
Fusion of functions from top to bottom. Although the authors have not put YOLOv5 into a direct test comparison 
with YOLOv4, the test results on the COCO dataset are impressive. In summary, YOLOv5 is not only very fast, but 
also very lightweight with a model size of, and it matches the YOLOv4 benchmark in terms of accuracy. Currently, 
prior to wheat testing on Kaggle, most participants are using his YOLOv5 framework. In general, both YOLOv4 
and YOLOv5 have good accuracy in real-world testing and training, but the different network structure of YOLOv5 
makes users more flexible. According to the needs of different projects, it integrates the strengths and weaknesses 
of YOLOv4 and YOLOv5 and in different detection, networks can take full advantage of the detection algorithm. 
 

3. VEHICLE DETECTION AND TRACKING ARCHITECTURE 
 
YOLOv5s is the network with the smallest feature map depth and width, and the other three are considered to be 
deepened and extended to base on it. YOLOv4 and his YOLOv5 are similar in structure but differ in some details. 
YOLOv5 (You only look once can process 140 frames per second for real-time video image recognition and has a 
smaller structure. The YOLOv5 version weight data files are 1/9th smaller than YOLOv4, which is 27 MB in size. 
YOLOv5 is divided into YOLOv5s, YOLOv5m, YOLOv5l and YOLOv5 according to the network depth size and 
feature map width. YOLOv5s is used as the usage model in this paper. If the backbone uses mobilenetv3 small, the 
design of the channel-separable convolution actually increases the training speed. It takes about 6 hours to complete 
training for 300 epochs with yolov5s on my device, but only about 4.5 hours on mobilenetv3 small. Mobilenetv3 
small also has advantages in terms of network parameters.   
 
3.1.Network structure of yolov5 
 
The YOLOv5 network structure is divided into two parts: input side, backbone part, and detection network: neck 
and prediction part. The main procedural function used on the input side is Mosaic Data Enhancement. This paper 
mainly introduces random scaling, random clipping and random image placement for stitching data to achieve 
relatively significant experimental results in detecting small targets. In the initial training of YOLO version, all 
picture data will be processed with Mosaic data so that the result of the picture is 416*416 or 608*608 and then 
detected. This will lead to problems in data processing during the experiment, resulting in smaller, partially 
obscured and blurred targets on the picture that cannot be detected before, which makes the results of the 
experiment uneven. Adaptive anchor frame calculation means that in different training, we can adjust the anchor 
frame, pass in the required training set based on COCO, adjust the effect of turning on the adaptive anchor frame 
algorithm according to the results we need, and also include adaptive picture zooming, zooming the picture to a 
uniform size, making it easier for the system to quantify processing and quick extraction of information. The main 
purpose of the Backbone structure is to enhance the learning ability of the convolution network and reduce the 
budget costs: Focus structure, CSP structure. Neck: The FPN+PAN structure is mainly used to adjust the number of 
layers to convey flat features and reduce the risk of data loss. Prediction uses CIOU_Loss can also be set to use 
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other IOU_Loss if desired. Loss use and closure (GIOU_Loss=False, DIOU_Loss=False, CIOU_Loss=False) [15]. 
YOLOv5 has a shorter network structure and deeper properties, resulting in faster operations. By analyzing various 
properties of the training parameters, the training map of the neural network model is approximated, greatly 
improving the convergence speed of the network. Of course, supervised learning in machine learning can be 
described by function approximation.  
 

                                       

                                                         

                                                             Figure 1: YOLOv5s Network structure. 

It tries to approximate the properties represented by the data in order to minimize the error during training by 
calculating the error between predicted and expected outputs. Function approximation is a useful tool only when the 
underlying target mapping is unknown. Function approximation using neural networks because they are universal 
approximations. In theory you can use them to approximate any function. Since the basic structure of YOLOv5 is 
not yet complete, its creator has not published a scientific paper describing it, and the program code is constantly 
being updated. The basic network structure of yolov5 is shown in Figure 1. 

 

3.1.1. Basic principles of Input side 
 
The input side of mosaic data extension:  Yolov5 uses the same mosaic data extension as Yolov4. The creator of 
the mosaic data improvement proposal, who is also a member of the Yolov5 team, uses the mosaic data 
improvement technique in the training model phase, which is an improvement of the cutmix data improvement 
technique. Cut-Mix stitches two images together, while Mosaic's data enrichment method takes four images and 
stitches them together according to random scaling, random clipping, and random ordering. This improved method 
combines multiple images into one. This not only enriches the dataset, but also greatly increases the training speed 
of the network and reduces the memory footprint of the model. The detection effect of small targets is greatly 
improved. The main advantage of this design is the enrichment of the dataset, the random use of four images, the 
random zooming, and the random stitching. This design greatly enhances the detection dataset. In particular, 
random zoom adds many small targets, making network more robust.  
 
Adaptive anchor frame calculation: When training the network , the network outputs predicted boxes at based on 
the first anchor box, compares it with the actual box which is basically correct, computes the difference between 
them and puts them in Update in reverse and iterate over the network. Therefore, the initial anchor frame is also an 
important part, just like the YOLOv5 initial anchor frame in the COCO dataset [16]. Predefined Frames is a set of 
preset frames. During training, a training pattern is constructed with the actual offsets of the limit positions from the 
preset limits. Anchor boxes can be customized by border aspect ratio and border area (scale). To define a set of 
rules for generating preset borders, anchor boxes can be used to generate a set of borders anywhere in the image. 
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Anchor box does not need to specify a center position, as it usually creates a boundary at the center of point in the 
feature map extracted by CNN.  
 
Adaptive picture scaling:  
(a) Principle of adaptive image scaling: In the common target vehicle detection algorithm, the length and width of 
different frames and video frames are different. Therefore, to solve this kind of problem, a common way is to 
uniformly scale the original images to a standard size and send them to the detection network. Examples of sizes 
that are frequently utilized in yolov3, yolov4, and yolov5 algorithms include 416 * 416, 608 * 608, and others. [17]. 
You can see from the image that although proportional scaling has been done, you can still see that after scaling 
down the image and filling it, the sizes of the black borders are different at both ends. If the image is filled more, 
there is excess unnecessary information about the image, which greatly affects the running speed. Therefore, the 
letterbox function is modified in the YOLOv5 code to adaptively add as little black border as possible to the 
original image. Through this simple improvement, the speed of reasoning and the actual program are greatly 
improved the running effect is remarkable. 
 
(b) Adaptive image scaling process: 
(I) calculate the scale. For example, the length of the original movie length * width: 800 *600 and the original scale 
size is 416 * 416. After dividing by the size of the original image, you can get two scale factors of 0.52 and 0.69. 
Choose a small scale factor. 
(II) Calculate the reduced size. Multiply the length and width of the original image by a small scale factor (800 * 
0.52 = 416; 600 * 0.52 = 312) to get the reduced image size (416 * 312). 
(III) Calculate the padding of the black border to be 416-312 = 104 to get the height to be filled initially. Then use 
np.mod the remainder in numpy to get 8 pixels and then divide by 2 to get the values to be filled at both ends image 
height. The size of the new image is 416 * 320 (312+8). 
 
3.1.2. Back Bone 
 
Both YOLOv5 a convolutional neural network that aggregates and forms image features with different image 
granularity, use CSP_Darknet as a backbone to extract rich information features from input images. (CSP_Net 
solves the problem of duplicating gradient information for network optimization in Backbone, a framework of other 
large convolutional neural networks. The gradient will change are integrated into the feature map end-to-end, 
reducing model parameters and FLOPS values, ensuring the speed and accuracy of reasoning and reducing the size 
of the model [20]. This can effectively mitigate the gradient vanishing problem (it is difficult to reverse the lossy 
signal over very deep networks), promote element propagation, promote reuse of network elements, and reduce the 
number of network parameters. 
 
3.1.3. Neck 
 
A series of network layers that interpolate and combine image features and transfer them to the Based prediction 
layer on Mask R-CNN and FPN framework PANET improves information propagation and has the ability to 
accurately preserve spatial information, which helps to correctly locate pixels to create a mask. YOLOv5 now uses 
FPN+PAN as in Neck and YOLOv4. FPN is top-down and uses an up-sampling method to transfer and combine 
information to obtain a predicted feature map and PAN uses a bottom-up function pyramid [18]. The difference 
between YOLOv5 and YOLOv4 is that the neck structure of yolov4 adopts a common convolution operation. In the 
neck structure of yolov5, the csp2 structure designed by cspnet is used to strengthen the fusion capability of 
network functions. yolov5's neck network still uses the FPN + pan structure, but some improvements have been 
made based on it. The following figure shows the specific details of the YOLOv4 and YOLOv5 neck nets. By 
comparison, we can find that yolov5 uses the csp2_1 structure, which replaces some CBL modules, and replaces 
the CBL module after the concate operation with the csp2_1 module.  
 
3.2. Tracker–detector-integrated object tracking 

 
In this work, considering navigation tasks in assistive platforms, an evaluation study of multi-object tracking by 
Deep-SORT using new data association metrics is proposed. Deep-SORT methods were proposed with a focus on 
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real-time object tracking tasks, both achieving state-of-the-art results with a high frame rate [19]. The SORT and 
Deep-SORT methods share the same overall architecture, divided into three main modules, as shown in Figure 2, 
The SORT method associates objects using bounding box detections to match measurements with predicted tracks, 
using the overlap of bounding boxes. On the other hand, to improve the bounding box association step, the Deep-
SORT uses a CNN to extract appearance features from the object bounding box images. 
                                                                                                     

 
                                    Figure 2: Overview of the vehicle tracking Deep-SORT algorithm. 
 

4. RESULTS AND ANALYSIS 
 
This paper mainly studies the YOLOv5s on the basis of the vehicle detection and recognition technology processing 
algorithm to do practical application work, such as training model creation, development, and testing interface 
creation, processing and preparation of model datasets, and training self-built datasets. Find the best parameters on 
the local dataset and test the data, and finally get the relevant results of the experiment, the general process of the 
experiment is shown in Figure 3.  

 

Figure 3: Training process 

 
In this paper, the network structure and performance of the YOLOv5 network are tested using three training 
datasets, COCO128 dataset, COCO2017 dataset and custom ME_ COCO datasets. The reason for using the 
COCO128 dataset (including 128 images of different classes) is that it is uncertain whether the final result of the 
YOLOv5s network training model can be obtained with its own training set, so the network parameters and training 
scale are adjusted to achieve ideal experimental results. The COCO2017 dataset and the self-made me dataset are 
used to verify the accuracy of the test results to achieve high accuracy of vehicle identification and detection. This 
paper too describes a comparison with other complex networks to illustrate the significant improvements of our 
network model. Configuration is specific to. The yaml file format is saved and modified according to the specific 
trained information. The YOLOv5s configuration file format included in this document is shown in Figure 4 below.  
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                                                           Figure 4: YOLOv5s file configuration 

The first is the number of NC (number of classes) data set categories; the second parameter is depth_ a multiple that 
controls the depth of the model. Multiple that can be used to dynamically adjust the depth of the model. The third 
parameter is width_ multiple which controls the width of the model. Current output channel on each layer in the 
middle of the model = theoretical channel (parameter C2 for each layer) * width_ Multiple, which also serves as a 
dynamic adjustment of the model width. Yolov5 initialized nine anchors, Used in three Detect layers (three feature 
maps), grid_cell of each feature map has three anchors for prediction. The matching rules are as follows: the larger 
feature map, the further forward it is, the smaller the sampling rate and the smaller the perception field, so it is 
relatively possible to predict some smaller objects with a smaller scale, shrinking all the anchors assigned to it; the 
smaller the object map, the further back it is, the relative The higher the sampling rate of the original map, the 
larger the sensing field, so it is relatively possible to predict some larger-scale objects. With larger anchors assigned 
to them. This means you can use small object maps (object map) to detect large targets, or small targets on a large 
object map. The yolov5 backbone counts one row for each module and each row consists of four parameters. From 
represents the input of the current module from this layer, −1 represents the output from the previous layer, and 
number represents the theoretical and actual number of iterations of the current module. The depth_ Multiple 
parameter together specifies the depth of the mesh model; the module class name of the module through which the 
generic is removed. Find the corresponding classes in py and set up the mesh modularization; Args is a list, the 
parameters required for module generation, channel, kernel size, pitch, padding, bias etc. vary according to different 
layers during the mesh building process. Head is the same as Backbone and is constructed similarly to Backbone 
and consists of four parameters, i.e. from represents the output from this layer for the input of the current module 
and −1 represents the output from the previous layer. However, here is a list of where the input to this layer comes 
from the output connection of the layer. Number represents the theoretical number of repetitions of the current 
module, and the actual number of repetitions is determined by the depth above parameter. Multiple together 
determine the depth of the network model. The module class name of the module through which the generic is 
removed. Find the corresponding classes in py and set up the mesh modularization. Args is also a list, the 
parameters required to create the module, channel, kernel size, pitch, padding, distortion, etc. 
 
4.1.   Experimental results and analysis 
 
The training results of the datasets are represented by labels as shown in Figure 5. To make the experimental results 
more intuitive, we group the datasets. It divides a data set into different classes or clusters according to specific 
criteria such as distance. Data objects in the same cluster are of the same type as much as possible, while data 
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objects that are not in the same cluster are quite different. First, standardize the features of the data and reduce the 
dimension, select the most effective features from the obtained features, store them in vectors, and measure the 
similarity based on different types of data. Finally, the distribution of data samples can be visually seen through the 
clustering results, which facilitates classification error analysis The first figure on the left shows the amount of data 
in the training set, the number of categories on the horizontal axis and the vertical axis represents the number of 
data frames detected in each category, which represents the sum of different vehicle detection results; The second 
one on the left shows the approximate vehicle position of the data set from the center and the distribution density 
distribution. Dense points are generated according to the position detected by the vehicle and integrated into this 
observation table; the third one on the left is the vehicle size distribution in the dataset. 
 

               

                                      Figure 5: Distribution of training results of data set. 

The larger the vehicle, the larger the width and height values and the closer the obtained dense points will be to this 
direction; The correct figure is a detailed statistic box diagram with markers. As in the image on the left, the macro 
results obtained in the image on the left are integrated into small ones points to create the same image to make the 
experimental data more clear and recognizable. At the same time, it can also display the approximate width and 
height of the vehicle in the data set as well as the position, image size etc. Box is GIOU_Loss used by YOLOv5 is 
the bounding box loss. The array is speculated to be the mean value function GIOU_Loss. The smaller the field, the 
more accurate the target detection. It can be obtained from visual data in the image. As time is subtracted on the 
line (x-axis, time_seconds), the mean value of the loss function also decreases and approaches the equilibrium 
point; Objectivity: speculated as the average target detection loss. The smaller the target, the more accurate the 
target detection; Classification: it is speculated as the average value of the classification loss. The smaller the value, 
the more accurate the classification; Accuracy: accuracy (positive classes found / all positive classes found); Recall: 
the true precision is positive, that is, how many positive samples were found (how many were recalled). Recall 
describes how many true positive examples in the test set are selected by two classifiers from the perspective of real 
results, that is, how many true positive examples are recalled by the two classifiers. Val box: bounding box loss 
validation set; Val objectless: mean target detection loss in the validation set; Val classification: the mean value of 
the classification loss of the validation set; The map is the area bounded after drawing with precision and recall as 
two axes, M represents the mean, @number after @ represents the threshold value to judge IOU as positive and 
negative samples, @0.5:0.95 represents the threshold value, and take the mean value after sampling 0.5:0.05:0.95. 
mAP@0.5: 0.95 represents the average map at different IOU thresholds (from 0.5 to 0.95, step 0.05) (0.5, 0.55, 0.6, 
0.65, 0 .7, 0.75, 0.8, 0.85, 0.9, 0.95); mAP@0.5: indicates an average map with a threshold greater than 0.5. 
 

5. CONCLUSION AND FUTURE WORK 
 
In this paper, the vehicle detection method is based on yolov5s image recognition and processing technology is 
used to successfully realize tracking detection and vehicle counting recognition. From training As a result, the 
algorithm has high recognition speed and recognition speed in complex and bad environment weather. YOLOv5s 
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not only runs very fast, but also significantly reduces the storage space of the model. I believe, that with in-depth 
research, further improving the accuracy of the program and identifying other types of objects will be of great help 
to popularize artificial intelligence and promote the development of smart cities in the future. Currently, there is 
little research and innovation about yolov5 in relevant academic papers that requires us to calm down, to explore 
and perfect more and better methods, flexibly use them according to different scenarios and project needs, learn 
from each other and give full play to yolov5's fast, efficient and accurate tools detection advantages. 
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