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Abstract—: Multiply and accumulation (MAC) units are the 
essential programmable logic blocks in microprocessors, 
microcontrollers. However, the conventional MAC units were 
developed by basic adders and multipliers, which resulted in 
higher area, delay and power consumption. Thus, this work is 
focused on implementation of Vedic-MAC using modified vedic 
multiplier and high-speed parallel adder (HSPA). Initially, N-
bit HSPA is developed with the advanced carry-propagations, 
carry-generation concepts.  Then, N-bit modified vedic 
multiplier is implemented with HSPA modules through fast 
carry calculation properties. Further, the proposed vedic-MAC 
is developed by introducing HSPA and modified vedic 
multiplier.  The simulation results shows that the proposed vedic 
MAC-consumed lower area (look up tables-LUTs), power and 
delay consumptions as compared to other MAC methods. 

Keywords—: Multiply and accumulation, high-speed parallel 
adder, modified vedic multiplier, look up tables  

I. INTRODUCTION  

In the current scenario everyone is dealing with electronic 
devices with bulky circuits in one or the other form as the 
gadgets, computers, TV, camera etc. Today electronics world 
has spread in all areas such as, healthcare, medical diagnosis, 
automobiles, etc. It has taken a situation and convinced 
everyone that it is impossible to work without electronics. A 
circuit is constructed from the logic gates [1], the basic 
electronic circuit that could be used to construct any 
combinational circuit. These combinational circuits function 
on the Boolean logic. A logic gate is created from one or more 
electrically controlled switches like transistors. Another form 
of digital MAC circuit is constructed from LUTs, termed as 
Programmable logic device. The LUTs can be configured to 
work as that of any logic circuit to arrive at logical or 
arithmetic values. This performs with pre-loaded values from 
a memory location [2]. This helps in the reprogramming of the 
circuit or error rectification easily without changing the 
internal wire arrangement. For small volume outputs these 
programmable logic devices are the preferred ones [3]. 
Electronic Digital MAC circuit design has evolved rapidly 
over the last decades. The earliest digital MAC circuits were 
designed with vacuum tubes and 2 transistors. The invention 
of integrated circuits with logic gates were placed on a single 
chip. The initial integrated circuit (IC) chips were Small Scale 
Integration chips [4]. In these the gate counts were very small. 
The advancement in the technologies has made the designers 
to place hundreds of gates in a single chip, which are termed 
as medium scale integration chips. The technology further 
developed to large scale integration [5], which was able to 
accommodate thousands of gates. With the advent of the 
VLSI, Very Large-Scale Integration, the design of circuits in 
this chip could have more than a lakh of transistors. 

Complexity is the ability to incorporate N number of 
transistors in a chip [6]. The Complexity for the particular IC 
increases with the number of transistors to be fabricated in it. 
In the fabrication process a huge circuit with more processing 
stages would require higher number of basic components [7]. 
In the current scenario, the ICs are to be designed in such a 
way that it could occupy less area and this certainly would lead 
to less power consumption. A VLSI circuit would be efficient 
only if it could utilize a smaller number of transistors, reduce 
the propagation delay and dissipates less power [8]. When the 
complexity of the circuit reduces then it would be certainly 
possible to accommodate a larger circuit in a specified die size 
of an IC. Hence compactness, reliability due to low 
interconnection and less power consumption can be achieved. 
The complexity of the circuits has made it impossible for the 
verification of the digital MAC circuits manually with the 
breadboards [9]. In this juncture electronic design automation 
tools were evolved for these processes. Some computer aided 
techniques were needed for the verification and layout 
formation [10]. The gate level digital MAC circuits were built 
manually by the designers till the numbers of the gates were 
less. Computer aided techniques became critical for 
verification and design of VLSI based digital MAC circuits 
[11]. This also became 3 popular for the circuit layout routing 
and automatic placement of components. Logic simulators 
came into existence to verify the functionality of these circuits 
before they were fabricated on chip. The design being more 
complex, logic simulation assumed an important role in the 
design process [12]. The functional bugs in the architecture 
were able to be addressed by the designers and sort out the 
flaws if any in the design before it is fabricated. Therefore, the 
major contributions of this work are as follows: 

 Design of N-bit HSPA with the advanced carry-
propagations, carry-generation concepts.   

 Development of N-bit modified vedic multiplier is 
implemented with HSPA modules through fast carry 
calculation properties.  

 Design and implementation of vedic-MAC by 
introducing HSPA and modified vedic multiplier.   

Rest of the article is organized as follows: section 2 delas 
with literature survey, section 3 delas with the proposed vedic-
MAC implementation, section 4 delas with analysis of results 
with performance comparison, section 5 concludes the article 
with possible future directions. 

II. LITERATURE SURVEY 

In [13], the authors advocated making use of an energy-
efficient CMOS full adder in a reduced complexity Wallace 
Multiplier as part of the process to cut down on area and power 

GIS SCIENCE JOURNAL

VOLUME 10, ISSUE 4, 2023

ISSN NO : 1869-9391

PAGE NO: 141

International Journal of Pure Science ISSN NO: 1169-9398ISSN NO : 1844-8135International Journal of Pure Science Research



consumption while simultaneously increasing processing 
speed. The Reduced complexity reduction approach 
drastically cuts down on the amount of half adders, with a 
decrease of between 70 and 80 percent in the amount of half 
adders in comparison to the conventional Wallace multipliers. 
In [14], the authors described a way for reducing the latency 
in Wallace multipliers by applying parallel prefix adders, also 
known as fast adders, in the last part of the process. Parallel 
operations are carried out by Wallace multipliers, which leads 
to a significant increase in speed. In the phase when they do 
the reduction, it makes use of full adders and half adders. 
Carry propagating adders are used in the last step of both 
multipliers, which contributes to an increased latency in the 
process. 

The authors of [15] compared the vedic multiplier against 
a traditional multiplier in order to demonstrate the speed of the 
vedic multiplier, which also lowered the amount of power that 
was used. Any marked (or unmarked) integers should be able 
to have their value increased using a multiplier if at all 
practicable. There is a vast variety of multiplier designs that 
are feasible, yet even the fastest one cannot do jobs any faster 
than the others. One such multiplier that may be realized is 
called the "Wallace" tree multiplier. This multiplier is able to 
complete jobs more quickly while still producing useful 
results for unsigned numbers. 

The authors of [16] presented a rapid multiplier that was 
also conscious of its power consumption and was designed for 
error-resistant systems. The suggested estimate algorithm 17 
is carried out with the assistance of an altered bit-width aware 
methodology in addition to a carry-in expectation method, 
whilst the proposed hybrid Wallace tree is realized with the 
assistance of high request counters. These suggested 
algorithms are realized with the help of the HDL 
programming language, synthesised using the Quartus and 
Modelsim tools, and displayed with the Modelsim software. 
The purpose of this article was to find ways to cut down on 
their power usage by lowering the required level of accuracy 
while simultaneously increasing their rate of operation. 

In [17], the authors explored several adder tyspes and 
constructed the algorithm in every possible combination. A 
MAC unit is one of the designs that is used in the Digital 
Signal Processing (DSP) applications the most, and it is also 
used in a large number of FPGA layouts. It is one of the most 
often used designs. As a consequence of this, the reversible 
implementation of a 32-bit MAC unit—something that is 
sometimes used in the digital world—is carried out in the 
course of this study endeavor. Radix-16 Booth encoded vedic 
multiplier is taken into consideration in the construction of this 
MAC unit. This multiplier produces superior results.  

In [18] authors presented an inexact 2-bit adder that was 
purposefully built for the purpose of computing the sum of the 
bits one and two of a binary value. This adder requires very 
little space, very little power, and a very short delay in the 
most basic form. Because it is easier to generate partial 
products using the radix-4 algorithm (also known as the 
adjusted Booth algorithm), a multiplier that uses this 
algorithm is very effective. In contrast, the radix-8 Booth 
multiplier [19] is less effective because it is more difficult to 
generate odd products using this algorithm. After that, the 
approximation multipliers are related to the construction of a 
low-pass FIR filter, and they show that their execution is 
chosen over that of various inexact Booth multipliers. In [20], 
the authors developed a High speed and Low power 

implementation of a 3-bit flash analog to digital converter. In 
this research, a thorough inquisition of a 3-bit flash ADC 
circuit that utilizes diode-based stacked power gating method 
and low leakage stacked power gating technique [21] is 
suggested. The total number of techniques used is 18. These 
methods of power gating are quite effective in lowering both 
the standard power and the leakage current. In order to 
evaluate the power gating strategies, a simulation was carried 
out making use of the cadence virtuoso tool at the arranged 
power supply provided by the 90nm technology. The authors 
of [22] presented a method of fine-grained power gating. This 
method involves gradually and favorably turning on or off the 
power supply for functional components in advance. In the 
deep submicron technology, the power leakage has evolved 
into a significant portion of the embedded processor's [23] 
overall power usage. According to the findings of the research, 
the method may reduce the dynamic power consumption of a 
LEON3 processor by 48% and the leaky power consumption 
by 39% while maintaining the same level of execution quality. 

In [24], the authors presented a design and control plan for 
a chip with internal capacity units that are power gated at the 
instruction-by-instruction premise. Estimated aftereffects of 
the created chip in the 65nm CMOS technology showed that 
the methodology [25] reduces energy consumption by 21-35% 
within a temperature range of 25-85 degrees Celsius. When 
compared with the traditional fine-grain power gating 
methodology used in the same temperature range, the new 
method was able to minimize energy dispersion by up to 15%.. 

III. PROPOSED METHOD 

In microprocessors and microcontrollers, the most 
important programmable logic blocks are referred to as MAC 
units. The standard MAC units, on the other hand, were 
created using simple adders and multipliers, which resulted in 
a greater need for space, a longer delay, and increased power 
consumption. As a result, the primary emphasis of this study 
is on the implementation of Vedic-MAC by making use of a 
modified vedic multiplier and HSPA, as is seen in Figure 1. 
The next step is to create an N-bit modified vedic multiplier 
using HSPA modules by utilizing their quick carry 
computation features. Here, the multiplier outcomes are 
applied as input to HSPA. The innovative carry-propagations 
and carry-generation principles are included into the 
development of N-bit HSPA. Then, the accumulator stores the 
adder output, which is stored and added back with adder 
circuit. 

 
Fig. 1. Proposed Vedic-MAC block diagram. 
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A. Modified vedic multiplier 

A N-bit Modified vedic multiplier has been built as part of 
MAC architecture as shown in Figure 2. The Modified vedic 
multiplier was selected because it produces a lower total 
number of partial products, which in turn reduces the total 
number of adders and HSPAs that are required for the 
accumulation of these products, which in turn reduces the total 
amount of space required as well as the amount of power 
required. AND gates are used in the operation of 
multiplication, which ultimately results in the production of 
partial products. 

 
Figure 2. Block diagram of modified vedic multiplier. 

The multiplication operation is executed by using “AND” 
gates for producing partial products. The Multiplication could 
also be achieved by shift operations of the multiplicand. It 
gives non regular PP for the further reduction stages while it 
could be a faster approach with less PPs. This technique of 
generation could best suited for the conventional array 
multipliers with CSA. The partial products are re arranged to 
form an inverted pyramid structure where all the columns are 
shifted upward till the first row. Then the partial products 
produced are grouped into multiple levels of seven rows each. 
These sub groups are then processed with the novel HSPAs as 
detailed above. The PPRs are processed in parallel with 
multiple HSPAs. As the overall die size is a major thing to be 
taken into consideration, the implementations of the gates with 
the latest CMOS techniques are capable to resolve these 
issues.  

The first level in the Stage –I shall have the first seven 
rows for processing and the next level will process the next 
sub group of seven rows and so on till the group has less than 
seven rows, these rows are not processed in the first stage and 
passed over to the next stage. Each group is processed with the 
HSPAs, so the columns in the group with less than seven 
inputs are carried over to the next stage for compression. This 
almost eliminates first six and last six columns in the level one 
compression. Similar processing is done for all the groups. 
Every HSPA will deliver a sum and carry of one bit level 
higher as the output and two carry-outs to the adjacent stages 
of HSPA as intermediate carries. The sum and carry generated 
from each level of stage one is considered to be two rows of 
data for the next stage.  

The number of levels in the first stage decides the rows for 
the next stage along with the left-out rows while grouping. The 

rows generated are 2n rows where n is the number of levels in 
stage one. These rows are again sub grouped along with few 
rows not considered in the first stage and taken for processing 
in the reduction sequence. These procedures are repeated till 
all the rows shrink to two rows. The Partial products that are 
left out unprocessed either as row or in a column are 
compressed with a lower level of HSPAs, the initial columns 
with one or two elements, are directly passed to the final 
adders. In our proposed 16 x16 Modified vedic multipliers, the 
entire PPs can be grouped to two levels with merely two rows 
left out for the next stage.  

In order to accomplish a greater reduction in complexity and 
latency, the columns containing three data are reduced using a 
full adder, while columns containing four and five items are 
processed using HSPA. Same, HSPA is used for both the 
column of six elements and the column of seven elements 
itself. By using this strategy, it is possible to cut down on the 
total amount of delay as well as the area by a respective 23% 
and 12%. The outputs of the HSPAs each contain a sum and 
carry that carries them to the next 98 level. Aside from this, 
each stage of the HSPA provides two-bit data to the stage that 
comes after it for processing. Stage 2 is responsible for the 
addition of the output from the HSPAs located on levels one 
and two of stage 1. The first step has resulted in the generation 
of four rows. For the case of 16-bit multiplier, the three rows 
left out in the stage one and the four rows of the result of stage 
two are processed with various HSPAs depending on the 
corresponding column length as utilized in the stage one. In 
the second stage, only the center column has 6 bits which is 
processed with HSPAs. The preceding stages from this 
column are processed with HSPAs. The just first HSPA 
preceding the HSPA stages have a bit extra which pushes the 
reduction stage to have a row extra. Since this has only one 
element and to avoid an additional row for addition, the last 
HSPA’s carries are added with a Half adder and passed to the 
next HSPAs. By having this additional half adder, the delay is 
maintained at the same level which would have otherwise 
increased by one gate level. The complexity of this adder is 
meagre and does not add a considerable net value in the 
circuit. The PPs reduced to two rows are added with a ripple 
adder and generates the final product outcome. 

B. HSPA 

In this study, HSPA is employed as the final adder. A 
straight implementation of this research would need an m-bit 
adder, which would be a 2N-bit adder with carry propagation. 
The implementation of different HSPAs for various column 
lengths will improve the efficiency on complexity. The 
efficiency factor increases to a greater level as the bit length 
of the multiplicand and the multiplier increases. With increase 
in the data length large numbers of rows are processed by 
HSPAs. The consecutive stages of the partial product 
reduction are the sum and carry generated from the previous 
stage levels. The percentages of HSPAs are larger when 
compared to the lower-level HSPAs which add for the 
efficiency. 
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Fig. 3. Block diagram of HSPA. 

The unprocessed columns that have a lower bit count are 
carried over to the subsequent step so that they might be 
added. The formula for dividing rows into levels in the PPs 
that are created as well as the rows that are not used is ri 
divided by seven, where ri is the number of rows in the PP 
matrix. Because of this, it is necessary to include a greater 
number of bits in the column being compressed whenever the 
degree of compression is increased. The requirement for Full 
adders or other HSPAs is contingent on the reduction of extra 
stages in the system; in the absence of this reduction, the 
number of stages in the system may rise, which would then 
result in an increase in latency and complexity. 

IV. RESULTS AND DISCUSSION 

Xilinx ISE software was used to create all of the Vedic-
MAC designs. This software programmed gives two types of 
outputs: simulation and synthesis. The simulation results 
provide a thorough examination of the Vedic-MAC 
architecture in terms of input and output byte level 
combinations. Decoding procedure approximated simply by 
applying numerous combinations of inputs and monitoring 
various outputs through simulated study of encoding 
correctness. The use of area in relation to the LUT count will 
be accomplished as a result of the synthesis findings. In 
addition, a time summary will be obtained with regard to 
various path delays, and a power summary will be prepared 
utilizing the static and dynamic power consumption. 

 

Figure 4. Simulation outcome. 

 

Fig. 5. Design summary. 

 
Fig. 6. Time summary. 

 
Fig. 8. Power summary. 

TABLE I.  PERFORMANCE  EVALUATION 

Metric Standard 

MAC [22] 

Booth-

MAC 

[24] 

Hybrid-

MAC 

[25] 

Proposed 

Vedic-

MAC 

LUTs 3467 2855 2442 1626 

Time delay (ns) 20.927 13.837 10.735 6.410 

Logic delay (ns) 9.927 7.837 5.735 2.362 

Route delay (ns) 10.927 9.837 7.735 4.048 

Power 

consumption (w) 

2.61 1.41 0.26 0.065 

 

CONCLUSION 

Implementation of the Vedic-MAC algorithm utilizing the 
modified vedic multiplier and HSPA is the primary focus of 
this work. Initially, advanced carry-propagations and carry-
generation concepts are incorporated into the development of 
N-bit HSPA. The next step is to implement an N-bit modified 
vedic multiplier with HSPA modules by utilizing their fast 
carry calculation properties. In addition, the HSPA and the 
modified vedic multiplier are incorporated into the 
development of the proposed vedic-MAC. When compared to 
other MAC methods, the proposed vedic MAC was found to 
have lower area (LUT) consumption, as well as lower power 
and delay consumptions. These findings were gleaned from 
the simulation. This work can be extended with hybrid MAC 
units with hybrid adders, and hybrid multipliers. 
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