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Abstract— In today’s world recommendation systems define our choices online, be it ordering food, 
buying books, clothes reading an article in the newspaper or be it watching movies online. The 
number of movies made every year is astonishing, to help a user choose through his liking with 
wasting time looking for movies we have made this recommendation system. Even though many 
recommendation models have been proposed, most of them cannot provide the existing user with 
useful recommendations and do not have a proper plan to recommend movies to new users. In the 
context of recommendation of movies, this paper is aimed to explain making and implementation of 
Movie Recommendation Systems Using Machine Learning Algorithms, Sentiment Analysis and 
Cosine Similarity.  
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The Digital Age has brought an explosion of data and digital information which increases the volume the data growth. In fact, 
2.5 Exabyte data is created every day. The main use of Recommendation Systems is to help users get a personalized results 
according to their preferences. Recommendation Systems can also be used as a filtering technique to take out the best result 
from a set of predicted results by use of some Machine Learning Algorithms, which predict according to the viewer’s previous 
searches and preferences. Movie suggestions for users are dependent on web-based models. As movies can be segregated on 
basis of genres like thriller, animation, comedy, action, drama etc. Another way to categorize movies are on the basis of some 
metadata such as cast, year of release, language or director. Nowadays, most of online video-streaming platforms provide a 
number of similar types of TV shows and movies to the user by the help of utilising users previous search keywords and 
previous watch history of the user. Taking this history into consideration the machine learning model identifies the movies with 
similar tastes and provides recommendations. Keeping this in mind we can say that the recommendation systems are a type of 
information filtering system that aims at predicting the future outcomes, preferences based on pre available data. 
Recommendation systems are primarily using three approaches which are content based filtering, collaborative filtering and 
hybrid filtering. In this paper we are proposing a content-based filtering system which recommends movies to users based on 
their previous preferences. It uses cosine similarity to identify the movies which are similar. These similarity scores are 
calculated by cosine similarity by taking vector data as its input. Cosine similarity is a metric used to measure how similar the 
documents are irrespective of their size. In mathematical terms what it does is, it measures the cosine of the angle between two 
vectors projected in a multi-dimensional spaces.  
 
Content-based filtering                                                                                                                                                  The 
content based method uses the user-item interaction, but also approaches additional information about users and items. This 
information can be anything, in the case of a movie recommendation system this additional information can be the age, sex, 
job and other personal details of the user. The cast of the movie, the category, duration and other deterministic characteristics. 
The idea of content based methods is to try to build a model, based on the available “features”, that explain the observed user-
item interactions.    
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Collaborative filtering                                                                                                                                    Collaborative 
methods for recommender systems are methods that are based solely on the past interactions recorded between users and items 
in order to produce new recommendations. the main idea that rules collaborative methods is that these past user-item interactions 
are sufficient to detect similar users and/or similar items and make predictions based on these estimated proximities. 
 
Hybrid Filtering                                                                                                                                                Hybrid systems 
are the one which takes into account both above stated approaches to deal with operational data more concisely.  

 
Fig 1. Summary of recommender system methods 
 

I. RELATED WORK 

A. Content-Based recommendation system  

The content-based recommendation systems treat recommendation as a user-specific classification problem and learn a 
classifier for the user’s likes and dislikes based on an item’s features. In this paper we are frequently using words like item and 
attribute, so what exactly is item and attribute? 
Item: Item would refer to content whose attributes are used in the recommender models. These could be movies, documents, 
books, etc. In this case it is movies.  
Attribute: It refers to the characteristics of an item. A movie tag, words in a document are examples.  
In this model we are using Content-Based recommendation system, but how does a Content-Based recommendation system 
work?                               A content based recommender works 
with the data that user provides, either explicitly (ratings, reviews be it written or scores) or implicitly (by clicking on a link, 
adding to watch list). Based on that data, a user profile is generated, which is then used to make suggestions to the user. As the 
user provides more inputs or takes actions on the recommendations, the engine becomes more and more accurate. 

 
 
The model works on the similarities derived from the items and then the similarity scores of these items are calculated using 
cosine similarity. For the cosine similarity to work we need the scores in the form of vectors, as the cosine similarity cannot be 
calculated using string data which the data type of available items. The concept of TF-IDF vectorizer is introduced here to 
solve this issue. The TF-IDF stands for Term Frequency (TF) and Inverse Document Frequency (IDF). TF is simply the 
frequency of a word in the document. IDF is used mainly because of two reasons. Suppose we search “Dawn of the planet of 
the apes” on Google. It is certain that words like “the” and “of” occur frequently than “dawn, planet, apes” but the relative 
importance of these words is higher than in the search query point of view. In such cases, TF-IDF weighting negates the effect 
of the high frequency words in determining the importance of a specific word. TF-IDF uses log to dampen effect of high 
frequency words. It means that it does not measure the relevance of the words in a document or text with a simple row count.   
The model works on the similarities derived from the items and then the similarity scores of these items are calculated using 
cosine similarity. For the cosine similarity to work we need the scores in the form of vectors, as the cosine similarity cannot be 
calculated using string data which the data type of available items. The concept of TF-IDF vectorizer is introduced here to 
solve this issue. The TF-IDF stands for Term Frequency (TF) and Inverse Document Frequency (IDF). TF is simply the 
frequency of a word in the document. IDF is used mainly because of two reasons. Suppose we search “Dawn of the planet of 
the apes” on Google. It is certain that words like “the” and “of” occur frequently than “dawn, planet, apes” but the relative 
importance of these words is higher than in the search query point of view. In such cases, TF-IDF weighting negates the effect 
of the high frequency words in determining the importance of a specific word. TF-IDF uses log to dampen effect of high 
frequency words. It means that it does not measure the relevance of the words in a document or text with a simple row count.   
After calculating TF-IDF scores, how do we determine which items are closer to each other, or closer to the user’s profile, 
which is user liking, preference? This is accomplished using the Cosine Similarity.  
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The similarity between item vectors can be computed by three methods: - 
1. Cosine Similarity  
2. Euclidian Distance 
3. Pearson’s Correlation  

 In the proposed system we are using Cosine Similarity. It is predominantly used approach to match similar documents. It is a 
metric used to determine how similar the documents are irrespective of their size. Mathematically, it measures the cosine angle 
between the two vectors projected in a multi-dimensional space. In this context, the two vectors we are talking about are arrays 
which contain the word counts of the two documents, which are the textual reviews taken from the users. When plotted on a 
multi-dimensional space, where each dimension corresponds to a word in the document, the cosine similarity captures the 
orientation (the angle) of the documents and not the magnitude. If magnitude is intended, then we can compute Euclidean 
distance instead.  
The cosine similarity is advantageous because even if the two similar documents are far apart by the Euclidean distance because 
of the size (like word ‘movie’ appeared 60 times in one document and 20 times in another) they could still have a smaller angle 
between them.  
 
 

B. Sentiment analysis using Multinomial Naïve Bayes 

Most sentiment analysis systems use bag-of-words approach for mining sentiments from the online reviews and social media 
data. Rather considering the whole sentence/ paragraph for analysis, the bag-of-words approach considers only individual words 
and their count as the feature vectors. This may mislead the classification algorithm especially when used for problems like 
sentiment classification. Traditional machine learning algorithms like Naive Bayes, Maximum Entropy, SVM etc. are widely 
used to solve the classification problems. 
In this system we are using Multinomial Naïve Bayes, it tends to be a baseline solution for sentiment analysis task. The basic 
idea of Naive Bayes technique is to find the probabilities of classes assigned to texts by using the joint probabilities of words and 
classes. According to Bayes theorem: 
Posterior = Likelihood * proposition/evidence  
Or 
P(A|B) = P(B/A) * P(A)/P(B) 
Multinomial Naïve Bayes works exceptionally well with text classification and spam filtering. The advantage of working with 
Multinomial Naïve Bayes are that it requires a small amount of training data to learn the parameters and it can also be trained 
relatively faster compared to sophisticated models.  

 

II. PROPOSED METHODOLOGY AND RESULTS  

 
Fig 2. Model of proposed system  
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A. Pre-processing         The input is taken from the user and by using content-based 
filtering all the items which are similar to the item given as an input by the user are suggested. The sentiment analysis is 
also done after this step. 

B. Splitting       The whole dataset is split into training and testing database. 
The 80% data is taken for training while the remaining 20% data is used for testing.     
        

C. Classification      The training data for sentiment analysis is trained by using the 
cosine similarity algorithm, TF-IDF vectorizer, Multinomial Naïve Bayes. 

1. Cosine Similarity                      Cosine similarity 
algorithm is a symmetrical algorithm, which means that the results from computing item A to item B or item B to item A is the 
same. We can therefore compute the score for each pair of nodes once. We don’t compute the similarity of items to themselves. 
To understand how a cosine similarity works in a recommender we will use an example which helps us understand how 
similarity scores from reviews works and how it is perceived accurately if the two items are similar/ near in the distance, even 
if the geometric distance between them is more.                                 
Suppose we want to check if Bernard and Clarissa have similar movie preferences and, we only have two movie reviews. The 
reviews are scores from 1 to 5, where 5 is the best and 1 is the worst score, and 0 means the person has not yet watched the 
movie.  

 
Fig 3. Scores of Bernard and Clarissa  

In the above image we have the scores given by Bernard and Clarissa to the 2 movies. Now the cosine similarity will measure 
the similarity between these two vectors which is a measurement of how similar are the preferences between these two people. 

  
Fig 4. Cosine Similarity Formula 

 
Each vector represents a person’s preferences and they have an angle theta between them. Similar vectors will have a lower 
angle theta and dissimilar vectors (different film preferences in this case) will have bigger theta value.  

 
Fig 5. Calculating the similarity  scores 

 
In the example above the similarity 0.989 is close to the maximum value of 1, this means that given only two movie reviews the 
two users have similar preferences. 
The cosine similarity can be calculated for more than 2 movies. In the example below we will add the ratings for a movie that 
Bernard liked and Clarissa disliked this should decrease cosine similarity value.  

 
Fig 6. Scores of Bernard and Clarissa  
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Fig 7. Calculating the similarity scores  
 

The similarity has reduced from 0.989 to 0.792 due to the difference in ratings of the District 9 movie. The cosine can also be 
calculated in Python using the Sklearn library. 
2. TF-IDF Vectorizer and Multinomial Naïve Bayes theorem.  
The TF-IDF vectorizer and Multinomial Naïve Bayes are a very essential part of the model as all the user given reviews 
available in the dataset are textual, i.e. in string format but the data required for cosine similarity should be in vector format as 
it is unable to perform dot product on any other type of data. In a text the frequency of the words, the significance of the word 
with respect to the text and also the item all these details are classified using TF-IDF vectorizer and Multinomial Naïve Bayes 
theorem, to supplement it we are also using stop words in python which also spots insignificant words like an, a which do not 
weigh in on the inclination of the text be it positive or negative review. Such words are filtered out and data is classified 
properly. A special dataset which contains all the reviews is used. These incoming sentences from the review dataset are first 
split up into several words via a process called “Tokenization”. Then it is much easier to look at the sentiment value of each word 
sentence via comparing within the sentiment lexicon. Actually there is no machine learning going on here but this library parses 
for every tokenized word, compares with its lexicon and returns the polarity scores. This brings up an overall sentiment score for 

the tweet.   

 
Fig 8. Ratings and Reviews from dataset 

Above image shows how the reviews are scored after analysis on the textual data and to project the accuracy of the proposed 
system the same reviews can be seen which are scored exactly like its other copies.  

III. CONCULSION 

Recommendation Systems are a great tool to filter out information and provide only the relevant information to the user. In this 
paper we have illustrated a machine learning model named Cinematics Recommendation System by making use of Content-
Based filtering, which recommends movies similar to the movie user likes and analyses the sentiments on the reviews given by 
the user for that movie. The main use of Sentiment Analysis in the proposed model was to observe reviews of users for a 
particular movie. Weighted cosine similarity score was also used to increase accuracy of model. It is found that this proposed 
model produced much better results than the other basic models. As a vast variety of movies with all kinds of attributes were 
taken into consideration while training the model, users can be satisfied with the recommended results.   
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