
 

 

OCULAR CONTROLLED MOUSE FOR CEREBRAL 
PALSY AND DISABLED PATIENTS 

 
Arka Rajak1, Souvick Kumar Guha2, Raktim Koner3, Biswarup Neogi4   
1Department of Electronics and Communication Engineering, JIS College of Engineering 

2Department of Electronics and Communication Engineering, JIS College of Engineering 

3Department of Electronics and Communication Engineering, JIS College of Engineering 

4Department of Electronics and Communication Engineering, JIS College of Engineering 
 

Abstract: This study presents an ocular-controlled mouse prototype driven by the mediapipe architecture. 
Using facial landmark identification and dynamic eye-tracking algorithms, the device allows for precise 
cursor control via natural eye movements and blinks. The prototype provides a hands-free computing 
solution, which is especially advantageous to people with motor limitations. The combination of machine 
learning and real-time image processing increases accuracy and responsiveness. Future plans include 
improving the prototype’s functionality, personalizing modifications for specific limitations, and investigating 
integrations with emerging technologies. This work highlights the transformational potential of ocular-
controlled interactions, paving the door for a more inclusive and accessible technological landscape. 
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1. INTRODUCTION 
In the ever-changing landscape of technological innovation, the pursuit of inclusivity and 
accessibility remains a top priority. Among the numerous obstacles that people with 
cerebral palsy and other impairments experience, the traditional computer mouse is a 
strong barrier that limits their ability to engage with digital platforms successfully. 
Recognizing the urgent need for novel solutions, this study offers an ocular-based 
mouse—an assistive technology meant to empower people with motor disabilities, 
notably those with cerebral palsy. Cerebral palsy, a series of lifelong movement 
abnormalities, frequently causes difficulties with motor control and coordination. 
Traditional input device manipulation is a severe barrier for many people with cerebral 
palsy, preventing them from fully participating in digital activities. The creation of an 
ocular-based mouse arises from a desire to break down these boundaries by providing a 
fresh method of computer interaction that takes advantage of the accuracy and natural 
movements of the eyes. 

This research investigates eye-tracking technology and its potential as a 
transformative tool for people with motor limitations. We hope to provide a more 
intuitive and efficient manner of exploring digital interfaces by utilizing the power 
of ocular motions, exceeding the restrictions imposed by conventional input devices. 
The ocular-based mouse not only aims to improve accessibility, but also to promote 
user independence and autonomy, encouraging a more inclusive technology 
landscape. 

As we embark on this path, the idea presented here covers the ocular-based mouse's 
development process, delving into the complexities of its design, implementation, 
and validation. We hope to demonstrate the efficacy and potential impact of this 
unique technology by rigorous testing, user input, and comparative study with 
existing assistive technologies. Furthermore, this study considers the broader 
implications of ocular-based control beyond computer interaction, imagining a 
future in which people with cerebral palsy and disabilities can interact with a range 
of digital and environmental interfaces. 
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The ocular-based mouse reported in this study not only answers a major gap in 
assistive technology but also opens new opportunities for discovery and 
enhancement in the pursuit of technological solutions that transcend physical 
restrictions. We invite readers to join us in visualizing a more inclusive and 
accessible digital world for people with cerebral palsy and disabilities as we work 
through the intricacies of its development and validation. 

 

2. LITERATURE SURVEY 
The study by [Nasor et al. (2018)] explores the development and implementation 

of an eye-controlled mouse cursor, specifically tailored to address the needs of 
physically disabled individuals. The paper acknowledges the challenges faced by 
this demographic in using traditional input devices and seeks to leverage eye-
tracking technology as an alternative means of computer interaction. 

[Vasisht et al. (2019)] presents a comprehensive exploration of an eye-based HCI 
system that offers hands-free computing capabilities. The system's architecture is 
designed to be accessible to a broad user base, with a particular emphasis on 
individuals facing challenges with hand usage.The core technology behind the eye-
controlled mouse system is the utilization of a simple webcam, emphasizing ease of 
implementation and cost-effectiveness. The software requirements are minimal, with 
Python (version 3.6), OpenCV, NumPy, and a few additional packages forming the 
essential toolkit for face recognition. The face detection component employs the 
Histogram of Oriented Gradients (HOG) feature along with a linear classifier and 
the sliding window technique, contributing to the system's simplicity and efficiency. 

[Menges, Raphael, et al. (2016)] introduced the eyeGUI framework, which stands 
as a milestone in the evolution of eye-controlled interfaces, offering a structured and 
versatile approach to the development of interactive applications. In the realm of 
generic applications, user interfaces traditionally rely on mouse and keyboard 
interactions. However, the emergence of eye-controlled applications necessitates a 
paradigm shift in the design and optimization of interface elements, transitioning 
from conventional input methods to eye gestures. Addressing this challenge, the 
focus of this literature survey is the novel eyeGUI framework, a comprehensive 
solution designed to facilitate the development of interactive eye-controlled 
applications. The framework encompasses essential aspects such as rendering, 
layout, dynamic content modification, and robust support for graphics and 
animation. 

The progress in human–machine interfaces has led to the development of 
assistive systems for people with disabilities. In a study by [Abiyev et al. (2020)], a 
specialized human–machine interface is proposed for individuals with spinal cord 
injuries. This assistive system employs head movements and blinking for mouse 
control, with a focus on facial recognition through image processing. The system 
specifically identifies crucial facial features like eyes, mouth, and nose using a 
convolutional neural network (CNN). The CNN, consisting of convolutional layers, 
a pooling layer, and a fully connected network, effectively translates head 
movements into precise mouse coordinates, even with low-quality images from a 
computer camera. 
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3. TECHNOLOGY BEHIND THE DESIGN 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 1. Regression Tree Architecture 
 

The webcam starts image capturing, starting with face detection and moving on 
to eye identification. Following that, the system detects gaze direction by tracking 
eye movement and logging blinks. When eye tracking is effective, the mouse 
performs scrolling operations, and a mouse click is performed in reaction to a 
detected blink. This sequential process results in a unified human-machine 
interaction system in which the webcam, in conjunction with facial recognition and 
eye-tracking algorithms, allows users to operate scrolling and clicking capabilities 
using natural eye movements and blinks. This simplified technique improves 
accessibility, especially for those with weak motor control, and demonstrates an 
innovative and straightforward interface design. 
 
3.1. Libraries 
 

 Pyautogui: This package in Python is an automation library that supports 
mouse and keyboard control. It allows us to utilize the Python script to 
automate the movement of the mouse and keyboard in order to build 
interaction with the other program. 

 OpenCV: It is a publicly available framework utilized in computer vision, 
machine learning, and image processing. Presently, it holds a crucial role in real-
time operations within contemporary systems. Its capabilities extend to analyzing 
photos and videos to identify objects, faces, and even human handwriting. 

 Mediapipe: This framework is primarily intended for rapid prototyping of 
perceptual pipelines with AI inferencing models and other reusable components. 

 
 
 
 
 
 
 
 
 
 
 

 
Figure 2. Use case diagram of the system 
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4. SYSTEM EXPLANATION 
 

4.1. Working of Mediapipe 

 The ocular-controlled mouse works via a complex mechanism that smoothly 
integrates computer vision and gesture recognition technology. Initially, the device 
captures the user's facial image via a camera. There are 468 3D landmarks of a 
realtime face out of which the software precisely recognizes important face features, 
especially the eyes, by utilizing Mediapipe's facial landmark identification 
capabilities. By precisely finding the positions of the eyes within the acquired face 
image, Mediapipe's landmark detection enables the tracking of ocular movements. 
This spatial data is then processed to establish the user's gaze direction, allowing for 
precise and real-time tracking. 

 

 
 

 
 
 
 
 
 
 
 
 

 

                                           Figure 3. Landmarks of the face 

 
The device also includes blink detection via Mediapipe, which recognizes small 

changes in eye characteristics associated with blinking. When the ocular-controlled mouse 
detects a blink, it interprets it as a command to perform specified operations. A single 
blink, for example, may start a mouse click, but repeated blinks may initiate scrolling 
functionality. 

The extensive capabilities of Mediapipe in facial and gesture detection, together with 
its efficiency in processing real-time spatial data, contribute to the ocular-controlled 
mouse's flawless functionality. This novel technique not only improves accessibility for 
people with mobility limitations, but also demonstrates the power of modern computer 
vision technologies in constructing intuitive and adaptive human-computer interaction 
systems. 
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Figure 4. Landmarks of the left and right eye 

5. PROTOTYPE MODEL 
 

 

 

 

 

 

 

 
\  

Figure 5. Working of the prototype 
 

The functioning prototype demonstrates how powerful computer vision technology can 
be used to enable hands-free and intuitive computer interaction. Users with motor 
limitations will benefit from the ease with which our ocular-controlled mouse allows them 
to traverse digital interfaces. The efficacy of the prototype is based on its capacity to 
interpret natural eye movements and blinks and translate them into meaningful commands 
for a wide range of applications. 

 
 
 
 
 
 
 
 
 
 

 
 
 

      Figure 6. Working of the prototype along with code 
 

When the prototype detects a blink, it interprets it as a user instruction and initiates 
specified activities such as mouse clicks or other predefined interactions. The system's 
responsiveness and precision are ensured by the seamless integration of Mediapipe's facial 
landmark identification and unique eye-tracking algorithms. 

 
6. FUTURE SCOPE 

This prototype's envisioned future scope is distinguished by a trajectory toward 
greater functionality, expanded usability, and larger accessibility. To begin with, 
developing the ocular-controlled mouse prototype entails optimizing its accuracy 
and responsiveness by continual iterations in image processing algorithms and 
machine learning models, providing flawless eye-tracking even under a variety of 
ambient situations. 

Future advancements may include other functions, like as gesture detection or 
voice commands, to expand the spectrum of interactions and minimize dependency 
on traditional input methods even more. Collaboration with healthcare professionals 
could result in personalized adaptations that cater to unique disabilities and 
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individual user demands, increasing the prototype's utility. Integration with 
upcoming technologies such as augmented reality (AR) or virtual reality (VR) could 
broaden the prototype's utility beyond traditional computer interfaces. This might 
pave the way for immersive experiences and novel applications in industries like 
gaming, education, and healthcare. 

Forming alliances with hardware manufacturers to integrate this technology 
directly into cameras or computer devices could make consumer acceptance easier. 
Extensive user research and feedback loops will be essential for improving the user 
experience and meeting a wide range of user needs. 

Essentially, the future of this ocular-controlled mouse prototype promises a 
diverse and inclusive human-computer interaction paradigm that fosters 
independence and accessibility for a broader range of users, including those with 
motor limitations. This technology's ongoing progress has the potential to reshape 
how people engage with digital surroundings, resulting in a more inclusive and 
flexible technological world. 

 
7. CONCLUSION 

 

The ocular-controlled mouse prototype, which makes use of Mediapipe's capabilities, 
offers a groundbreaking development in assistive technology. This breakthrough device 
enables users with movement limitations to traverse computer interfaces with remarkable 
ease thanks to precise eye-tracking and blink detection. Accuracy and responsiveness are 
ensured by the combination of face landmark identification and dynamic eye-tracking 
algorithms. Looking ahead, the prototype has enormous potential for further development, 
customization, and interaction with emerging technologies, implying that hands-free 
computing will become more inclusive and accessible in the future. This study not only 
demonstrates the viability of ocular-controlled interactions, but also the revolutionary 
impact such technologies can have on improving the quality of life for individuals with a 
wide range of demands. 
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