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Abstract— Lung disease refers to several types of diseases or 
disorders that prevent the lungs from functioning properly. Lung 
disease can affect respiratory function, or the ability to breathe, and 
pulmonary function, which is how well lungs work. There are many 
different lung diseases, some of which are caused by bacterial, viral, 
or fungal infections. Other lung diseases are associated with 
environmental factors, including asthma, mesothelioma, and lung 
cancer. Chronic lower respiratory diseases is a set of conditions that 
includes chronic obstructive pulmonary disease (COPD), emphysema, 
and chronic bronchitis. Together, chronic lower respiratory diseases 
are a leading cause of death in the United States. Respiratory diseases 
such as asthma and COPD involve a narrowing or blockage of airways 
that reduce air flow. In other lung conditions ̶ such as pulmonary 
fibrosis, a lung tissue scarring that can be caused by different factors, 
and pneumonia, a bacterial or viral infection in which air sacs fill with 
fluid ̶ the lungs have reduced ability to hold air. Through this research 
project, we seek to contribute to the medical field by implementing 
deep learning technology along with machine learning algorithms into 
a system which can detect multiple types of chest/ lung diseases from 
X-rays reports quickly and store the resulting records in a Blockchain 
system. 
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 I.  INTRODUCTION  

Chest X-ray exams are one of the most frequent and cost-
effective medical imaging examinations available. However, 
clinical diagnosis of a chest X-ray can be challenging and 
sometimes more difficult than diagnosis via chest CT imaging. 
The lack of large publicly available datasets with annotations 
means it is still very difficult, if not impossible, to achieve 
clinically relevant computer-aided detection and diagnosis 
(CAD) in real world medical sites with chest X-rays. One major 
hurdle in creating large X-ray image datasets is the lack 
resources for labeling so many images [1]. Technology today is 
progressing in ways that make detection of such conditions 
faster, less invasive and more accessible to ordinary citizens. 
This is just one of the many examples of the amazing 
performance in the hea systems brought about by recent 
advancements in technology, which raises the bar for traditional 
computational systems as well. 
 

“Deep learning” is a subset of machine learning which 
primarily focuses on artificial neural networks, which aim to 
replicate the way the human brain processes data via 
“representation learning”. Advancements in computing 
technology on both hardware and software fronts have led to a 
boom in popularity of deep learning among enthusiasts and 
professionals alike. 

In recent times, deep learning methods such as 
Convolutional neural networks have made enormous progress 
in the medical field, most notably in cases involving medical 

imaging. Given enough computational power, they have been 
shown to even outperform human experts in their relevant areas 
of expertise. 

 
Through this research project, we have implemented a deep 
learning convolutional neural network system which, after 
suitable feature engineering and hyperparameter tuning, can 
detect multiple chest diseases after analysing with an accuracy 
of 75% storing the results in a blockchain system after 
generating a smart contract. 
  

 II.  LITERATURE SURVEY  

In the present-day scenario, alot of work is being 
performed in the healthcare field to relieve people of 
their difficulties. We came across a large number of 
papers in this process which aid to detect the presence 
of diseases in X-rays especially in terms of tumour 
classification. Several papers used a traditional 
machine learning approach [2, 3, 4, 5, 6], while others 
utilized a more complex deep learning approach [7, 8, 
9]. Some have even applied additional signal 
processing techniques to enhance model performance. 
Deep learning methods predictably outperform 
traditional algorithms in most cases, with the obvious 
trade-off of computational complexity, especially in 
the case of convolutional neural networks. From the 
literature, a majority of the works surveyed used 
features that are automatically extractedfrom CNN. 
CNN can automatically learn and extract features, 
discarding the need for manual feature generation.  
 
Detection of multiple disease classification and storing 
the resulting records using a Blockchain is unique to 
our paper. 

  
III.   DATASET 

This dataset was taken from the Kaggle dataset, 
consisting of NIH chest X-rays [10]. The dataset 
consisting of multiple chest X-rays of various different 
kinds of patients. The accurate count of total number of 
chest X-rays that were dealt during the making of the 
project is 1,12,000 and number of patients exceeded 
30000 in number.  
 
Further Exploratory Data Analysis on given data 
showed that 56 % of patients in the dataset were male 
while the remaining 44 % were female. Each patient 
had one ray X-ray that was denoted by a unique patient 
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identity. The finding labels that were detected by the 
Convolutional Neural Network was divided into 15 
classes namely :  
 

 Atelectasis 
 Consolidation  
 Infiltration  
 Pneumothorax  
 Edema  
 Emphysema  
 Fibrosis 
 Effusion  
 Pneumonia  
 Pleural_thickening  
 Cardiomegaly  
 Nodule Mass  
 Hernia  

 
One class has been named as ‘No Findings’ in the 
dataset as no label was assigned since no detections 
were made in this case. On further exploratory data 
analysis it was found that just under 50 percent of the 
Chest X-Rays reported no findings in the dataset 

   
The dataframe pertaining to the patient information consisted 
of several import columns such as Image Index, which was 
unique to each chest X-ray. Finding Labels: Disease type (Class 
label), Follow-up : whether of not the patient has taken a follow 
up, Patient ID, Patient Age , Patient Gender, View Position: X-
ray orientation, Original Image Width Original Image Height, 
Original Image Pixel Spacing x Original Image Pixel Spacing 
y. 
 

Data limitations 

1. The image labels are NLP extracted so there could be 
some erroneous labels but the NLP labeling accuracy 
is estimated to be >90%.  

2. Very limited numbers of disease region bounding 
boxes. 

3. Chest x-ray radiology reports are not anticipated to be 
publicly shared, which makes dataset acquisition as 
well as image annotation some of the challenges that 
are faced in the medical field. 

 

 

 

IV. METHODOLOGY 

 
 

   
After acquiring the dataset, we conduct exploratory data analysis 
and data pre-processing to make it suitable for model ingestion. We 
then apply multiple machine learning and deep learning models to 
establish a baseline performance. After evaluating the models, we 
tune the hyperparameters of the best performing one to improve its 
performance and then integrate it into a system to generate 
predictions from new data.  
 
The final predictions are used by the doctor when a patient registers 
with him at the hospital and a smart contract is generated. 
 
The model selection was done amongst three different kinds of 
models. These were inception networks, convolutional neural 
networks and ResNets. For the final outcome our CNN performed 
the best in terms of classifying the Chest X-rays with maximum 
accuracy and hence was the best performing model for the given 
dataset. 
 

V. EXPLORATORY DATA ANALYSIS (EDA) 
 
On carrying EDA alot of biases as well as outliers were detected, 
while carrying out the programming process. Alot of discrepencies 
were noticed in the Data itself. The maximum patient age 
according to the Data was found to be 414 and the minimum was 
1. More than 16 patients in the Dataset recorded a patient age of 
100 which was a clear outlier in terms of Data Visualization.  
 
The first step here was dealing with bad age. Removing that data 
would result in information loss. To get a more accurate 
respresentation of the data we filled the outlier patient ages with 
the mean of the ages that were present in the column. We now had 
a more well balanced  Data in terms of the patient age. The mean 
patient age was now found to be 48 years.  
 

 

 
Figure 3 : An overview of the project methodology 

 
Figure 1: Images in the dataset 

Illustration 2: Overview of the dataframe  
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In terms of Patient gender, there was found to be no bias. 56 
percent of the patients were found to be male while the rest 44 
percent were female. Therefore, a near even distribution was 
found in terms of gender.  
 

 
Furthermore, every finding classified the labels into 
more than one class. When the final number of labels 
had to be checked for, we saw that there were 836 
unique labels instead of 15. The challenge was to 
compress these labels into 15 different classes. This 
was done by studying the distrubition of the labels for 
each unique patient ID. The diseases with the highest 
occurence in the finding labels was assigned to that 
particular patient X-ray.  
 
Two more biases that were found where that ‘No 
findings’  comprised of almost 50 percent of the  the 
diseases in the dataset. This was solved by 
augmenting the images that consisted of some labels 

that were assigned to them using the Data generator 
class of Keras. In this case we had more number of 
images added to the dataset and therefore larger 
information retrieval. 

 
The final bias handling was done for the number of 
X-Rays that was performed for each patient. While 
the mean number of X-rays per patient was 
somewhere around 4 there was an evident skewed 
distribution to the left in terms of X-rays since the 
maximum number of X-rays for a unique patient ID 
was found to ne 184. 
 
Again we normalized by removing the number of X-
rays for patients who had taken a high number of X-
rays since discarding them would be cost effective as 
well as avoid inducing unnecessary bias into the 
model.  
 

 
 
 
 
VI. MODEL ARCHITECTURES  

 CONVOLUTIONAL NEURAL NETWORK 

A Convolutional Neural Network (ConvNet/CNN) is a Deep 
Learning algorithm which can take in an input image, assign 
importance (learnable weights and biases) to various 
aspects/objects in the image and be able to differentiate one 
from the other. The pre-processing required in a ConvNet is 
much lower as compared to other classification algorithms. 
While in primitive methods filters are hand-engineered, with 
enough training, ConvNets have the ability to learn these 
filters/characteristics. 

The architecture of a ConvNet is analogous to that of the 
connectivity pattern of Neurons in the Human Brain and was 
inspired by the organization of the Visual Cortex. Individual 
neurons respond to stimuli only in a restricted region of the 

Figure 4: EDA of Patient Gender 

Figure 7 :  Bias in no of X-Rays 

Figure 6: Final patient labels 

Figure 5: Bias in Patient Age 
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visual field known as the Receptive Field. A collection of such 
fields overlap to cover the entire visual area. 

 

   

INCEPTION NETWORK 

Inception Layer) is a combination of all those layers (namely, 
1×1 Convolutional layer, 3×3 Convolutional layer, 5×5 
Convolutional layer) with their output filter banks concatenated 
into a single output vector forming the input of the next stage. 

A layer in our deep learning model has learned to focus on 
individual parts of a face. The next layer of the network would 
probably focus on the overall face in the image to identify the 
different objects present there. Now to actually do this, the layer 
should have the appropriate filter sizes to detect different 
objects. 

 

 

This is where the inception layer comes to the fore. 
It allows the internal layers to pick and choose 
which filter size will be relevant to learn the 
required information. So even if the size of the face 
in the image is different (as seen in the images 
below), the layer works accordingly to recognize the 
face. For the first image, it would probably take a 
higher filter size, while it’ll take a lower one for the 
second image. 

 

RESIDUAL NETWORK 

ResNet, short for Residual Network is a specific type 
of neural network that was introduced in 2015 by 
Kaiming He, Xiangyu Zhang, Shaoqing Ren and Jian 
Sun in their paper “Deep Residual Learning for Image 
Recognition”. 

Mostly in order to solve a complex problem, we stack some 
additional layers in the Deep Neural Networks which results in 
improved accuracy and performance. The intuition behind 
adding more layers is that these layers progressively learn more 
complex features. For example, in case of recognising images, 
the first layer may learn to detect edges, the second layer may 
learn to identify textures and similarly the third layer can learn 
to detect objects and so on. But it has been found that there is a 
maximum threshold for depth with the traditional 
Convolutional neural network model.  

Residual Block 
This problem of training very deep networks has been 
alleviated with the introduction of ResNet or residual networks 
and these Resnets are made up from Residual Blocks. 

The very first thing we notice to be different is that there is a 
direct connection which skips some layers(may vary in 
different models) in between. This connection is called ’skip 
connection’ and is the core of residual blocks. Due to this skip 
connection, the output of the layer is not the same now. Without 
using this skip connection, the input ‘x’ gets multiplied by the 
weights of the layer followed by adding a bias term. 

 

 
 

  
 

VII. RESULTS 

Figure 
10: Inception Nets 

 
Figure 11: Residual Block 

Figure 8 : Architecture of the CNN 

Figure 9: Architecture of Inception Network 
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The Convolutional Neural Network outperfomed our 
Inception networks and Residual Network. The training 
data was split into 40 percent training and 60 percent 
testing to make sure it was generalizing well on the 
dataset. 
 
The validation accuracy on the CNN was 75 percent after 
tuning the model upto 15 epochs and using the Adam 
Optimizer. The CNN architecture consisted of two 
convolutional layers with just over 43 million trainable 
parameters and no non trainable parameters.  
 
In comparison, the Residual Network reached an accuracy 
of 62 percent and the Inception Network of 58 percent on 
the validation data. The validation loss for the 
Convolutional Neural Network Model was the least and 
kept on decreasing after each epoch. The minimum 
validation and training losses were noted after 15 epochs 
and were 1.36 and 1.76 respectively. 
 
 

VIII. CONCLUSION  

From the results, we can conclude that the Convolutional 
Neural Network model was the best choice since it 
showed the highest accuracy and was found to generalise 
the best in terms of the validation data. Though inception 
nets ans residual networks are more advanced algorithms 
they were found to be lacking in terms of accuracy and 
generalising well on the dataset.  

These records were then stored in the Blockchain and 
integrated. Once the patient visits a hospital, he/she gets  
registered under a certain doctor and a smart contract is 
generated for that patient. 
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Figure 12: Blockchain integration 

Figure 13: Results from Blockchain 
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