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Abstract: In various fields of science, divergence measures have a very important place. 
There already exist many standard probabilistic measures of divergence but still there is 
possibility that some new measures can be constructed so as to provide their applications 
in various fields. We apply the same criteria for the fuzzy distributions by taking into 
consideration the importance of fuzzy events.  In the present communication, we have 
derived a new weighted measure and discussed the detailed properties for its authenticity. 
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1. INTRODUCTION 
Kullback and Leibler [11] measure is expressed as: 
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In the present communication, we extend the concept of distance measure for discrete 

fuzzy distributions. Yager [15] and Kaufmann [9] have too presented this concept. Kapur 

[8] expressed many generalized divergence measures dealing with fuzzy distributions and 

such expressions correspond to existing measures of Harvada and Charvat [4], Renyi [13], 

Kapur [7], Sharma and Taneja [14] etc. Considering the idea by Zadeh [16]. Other 

measures are dueee to Bhandari, Pal and Majumde [1],  Fan, Ma and Xie [2], Joshi and 

Kumar [5,6], Markechová, Mosapour and Ebrahimzadeh [12], Kobza [10] etc. 

The notion of fuzzy sets provides a convenient point of departure for the 

construction of a conceptual frame-work. Applying the idea of fuzzy sets, and the concept 

of weighted information introduced by Guiasu [3], we generated a measure. 

 
2. DEVELOPMENT OF A NEW WEIGHTED MEASURE OF 

FUZZY DIVERGENCE 
Our objective is to introduce a new weighted divergence measure given by:  
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        (2.1)  

Next, we study the properties of the proposed measure (2.1). 

Convexity: We have  
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which proves the convexity. 

Again, we have 
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which proves the convexity with respect to  B ix . 

Also, 

    1. ( , ; ) 0D A B W    

    2. ( , ; )D A B W = 0 iff A=B. 

    3. ( , ; )D A B W does not change when  A ix  is replaced by  1 A ix  and  B ix  

is replaced by  1 B ix . 
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    4. ( , ; )D A B W  is a convex function of   A ix and  B ix  . 

So, the divergence measure (2.1) is a valid measure of directed divergence.  

Further, there is graphical presentation of the divergence measure (2.1) with the following 

table- 2.1.  

Table-2.1. Graphical presentation of D (A, B; W) 

 

 A ix  iw  ( , ; )D A B W  

0.1 1.1 0.9400048337 
0.2 1.15 0.508143205 

 
0.3 1.2 0.224051879 

 
0.4 1.25 0.056751726 

 
0.5 1.28 0 

 
0.6 1.25 0.056751726 

 
0.7 1.2 0.224051879 

 
0.8 1.15 0.508143205 

 
0.9 1.1 

0.940048337 
 

From the above table, we have obtained the following Fig.-2.1 which shows that the 

divergence measure introduced in equation (2.1) is a convex function.  
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Fig.-2.1. Representation of D (A, B; W) 
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