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ABSTRACT 
 

With the contemporary design regard to shift in a chip enlargement the amount of processing 

elements, high-bandwidth [1] hold-up in on-chip linkage is indispensable for low-speed 

communication. Utmost of the preceding work hived on architectures of router and webbing 

topography using broad buses. Although such results may proceed in a complex router planning 

and cost. In this report, we utilize a table-based information technique of compression, 

depending on a design value in traffic hoard. Compressing huge packet into a little one can 

enlarge the effectual of routers bandwidth and connection, while preserving power due to 

decrease in performance. The foremost challenges are furnish a scalable execution of tables and 

reducing high up of the compression speed .Initial, we present a split table scheme that requires 

one encrypting and one decrypting tables for every transforming element, a regulation protocol 

that does not need orderly delivery. Then, we present smooth encrypt that merge flit inoculation 

and encrypting in a conduit. Moreover, compression of data can be particular applied to 

transmission on overfull paths only if compression enhances performance.  Simulation outcome 

in a CMP 16-core exhibit that our consolidation technique increases packet speed to 44% with 

the mean of 32% and turn down the webbing consumption of power by 44% medial.     

 

KEYWORDS:  on-chip, communications, data compression, lossy , lossless data 

communication 

I. INTRODUCTION 

Data compression method is a low cost method, for enhancing speed [2] and bandwidth [3] with 

in specified architecture. Reducing redundancy information permits to be saved in less physical 

bits and to be sent in less cycles across a fixed number of busses.To reduce the bandwidth and 

storage capability of digital modules data compressions algorithms play a important role. 

Lossless compression algorithms are essential in communications systems. Lossy compression is 

a approximation technique well suited for audio and video applications. Basically lossy 

compression system will produce higher compression rate compare with the loss less data 

compression but it nowhere related to source data. lossy compression [5-8] method advised 

globally for H.264 [4] and JPEG etc applications. Conventionally loss less data compression 

technique is applied where data content does not change in information across any stage like 

compression and decompression. Loss less data compression method play a critical role in 

research to manage the data base information, binary data, text, html data where compression 

and decompression application required at source, destination end. Loss less data compression 
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methods mainly used in medical, video applications because every bit will contains critical 

information. 

 

II.METHODOLOGY 

In communication system data compression plays an important role. This leads to increase the 

speed and decrease the delay in transferring the data like images, videos. the following are the 

methodology had been used they are  

A. In X-hash encoder algorithm is used to calculate a partial-matching word from 

dictionaries based up on the hash value, has value calculated based on word length 

with mean value. Problem with X-hash encoder algorithm is which is applicable for 

only information contains words. Which cannot acceptable for bytes and bits inside 

the information. The below figure shows the X-Hash encoder algorithm which 

contains blocks in which data transferred in a word format.  

 

 

 

 
Figure 1. X-hash encoder algorithm 

 

B. Deterministic linear network algorithm is used to create a security requirement at 

source side for weak signals. By this transmission rate increases but it cannot deals 

with intermediate nodes in a packet sent from the source code and also makes trouble 

for practical applications at the source code before data transmission. The below 

figure shows the deterministic linear network algorithm which contains frames in 

which contains data to be transferred with encryption format at source area. 

 

 

 
Figure 2. Deterministic liner network algorithm. 
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C. The NMPC (Neural Markovian Predictive Compression) algorithm is used to 

compress the data in two phases they are Initial training and compression phase. 

Which is used at prefix of the input stream to be transferred, hence it is creating a 

security for the data. 

 

 
Figure 3.NMPC algorithm 

 

. 

D. Yuho Jin ,Ki Hwan Yum, Eun Jung Kim this paper proposed to compress the data 

with shared table algorithm. This takes more time to compress the data based on 

packet length. Which consumes more area which data stored in memory management 

system. The below figure shows the table shared algorithm method in which data 

compressed with two modules one with encoding another with decoding. 
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Figure 4. Table shared algorithm. 

 

III. DESCRIPTION OF DC COMPRESSION AND DC-DE-COMPRESSION 

ALGORITHM:  

 

By the above algorithms there is no guarantee for the data to compress at maximum level, and 

also which leads to consumes more area, it leads to introduce more delay and consumes more 

power. Hence this paper proposed an a algorithm as data compression (DC compression) and 

data compression de-compression (DC-Decompression).DC compression is a compression 

technique which compress the data at the transmission side by bit wise. DC-decompression is a 

technique which compresses the data at the receiver side based on the address location based. 

 

IV. CONCLUSION 

In the era of VLSI large number of cores has to implement on the single silicon die. Which is 

enhanced the need of on-chip caches [9-12]. Such large number of data has been implemented as 

a multitude of smaller blocks connected through a packet based (NoC) network–on-chip 

Developing memory management algorithms [13-15] will play important role in 

microprocessors. During data transfer we have to kinds of data will exists, like repeated entries, 

non-repeated data. This paper concludes that repeated data play a critical parameter to increase 

the performance of the system.  Repetition of entries needs to avoid, Parallel data compression 

system requires more area on silicon chip, hence to manage speed, to enhance the large 

bandwidth, serial data compression system well suited for data management system.    
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